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ABSTRACT

Computer simulations of underwater sound are often limited by the
computer time required to trace the many paths (rays) along which sound
may propagate. We have developed a high-speed ray tracing technique
that is applicable to situations in which the sound speed depends on
depth only, and not on horizontal position or time. Included in the
model are specular reflections from a flat surface and a flat bottom,
and ray bending in a vertical plane. Diffractive effects, such as
propagation through caustics and leakage from ducts, are not modeled at
this time.

The technique is fast because the time-consuming parts of the cal-
culations are done before the simulation starts, and the results are
stored in tables. During the simulation, these results are retrieved
from the tables and interpolated. The stored data consist of three
functions of two variables, tabulated on a nonuniform two-dimensional
grid. A doubly linked tree structure with extra links to neighboring
leaves is used to permit rapid access to neigh :ring points in the grid.

Software exists to create and fill the tables and to use the tables
to plot rays and find eigenrays. Good accuracy, in most cases, can be
achieved using tables of less than 100 kilobytes. Modifications are
planned that will reduce the table size, improve reliability, and make
the software easier to use. Our goal is to include ray tracing in
simulators such as REVGEN and the NOSC Hybrid Simulator that are now
limited to direct straight-line propagation.

iv AP T-UVh ;109
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I
1. INTRODUCTION

I Computer simulations of underwater sound play an important role in
the development and evaluation of sbnar systems and underwater guidance
and control systems for military and civilian agencies. The sound prop-
agation (ray tracing) calculation, which is the part of the simulation
program that computes the amplitude, direction, and time delay of the
signal from a given source, typically is executed many thousands of
times to produce a few seconds of simulated reverberation from a single
sonar ping. Therefore, if the simulation is to run in real time or
nearly real time, the sound propagation software must be very fast. This
report addresses this problem by introducing a new ray tracing technique
that is capable of drastically reducing the time required for sound
propagation calculations while retaining acceptable accuracy. The
method has the potential to permit simulations in real time for a non-

I isovelocity ocean.

An example of a current system that requires rapid ray propagation
calculations is the Hybrid Simulator at NOSC,* in which the new tech-
nique described here may ultimately be used. The Hybrid Simulator is a
development and evaluation tool for acoustic torpedoes. It computes
reverberation, target, noise, and countermeasure signals and presents
them to torpedo hardware in a closed-loop simulation. It must therefore
run in real time. The essential requirement of this siiulation is that
it must perform an enormous amount of ray tracing for a single sound
speed profile to provide enough reverberation for an entire torpedo-
submarine encounter. To produce this amount of reverberation in real
time, however, the present Hybrid Simulator is limited to isovelocity3 (i.e., straight-line) direct ray propagation.

Unfortunately, underwater sound rarely travels in straight lines.
The sound speed is usually nonuniform, and therefore the sound follows
curved paths. Also, reflections from the surface and bottom are often
important. Therefore simulations using straight-line direct propagation
fail to reproduce important phenomena such as shadow zones, caustics,
and multiple images. Several sound propagation models that include
these phenomena are available (Ref. 1), and a few have been used in
simulations; however, all of these models are far too slow for real-time
simulations involving more than a few isolated scatterers. Even non-
real-time simulations including ray bending tend to use an unrealisti-
cally small number of scatterers for reverberation, simply because a

more complete simulation would be too expensive. Thus, high-speed ray
tracing would permit more realism in both real-time and non-real-time
simulations.

3 *Naval Ocean Systems Center, San Diego, California

APL-UW 8109 1
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The high-speed ray tracing technique described in this report takes
advantage of the observation that the sound speed profile to be used in
a simulation is usually known well before the simulation starts. There-
fore, we can afford a large amount of analysis before the simulation.
Our method derives its speed from the fact that the time-consuming parts
of the calculation are done only once for each new sound speed profile,
and the results are stored in a set of tables. Thereafter, many differ-
ent rays can be traced rapidly using table lookup and interpolation.
The tables are stored on disk or tape; hence, they can be generated long
before the actual simulation, when time is much less critical.

The sound speed is assumed to be a function of depth only, and
independent of range and time. Ray bending and specular reflections
from the surface and bottom are included in the model, but diffraction
and other wave phenomena are not. The data stored in the tables consist
of three functions of two variables, tabulated on a nonur form two-
dimensional grid, plus some auxiliary data. The data structure of the
tables can be described as a doubly-linked tree with additional cross-
links between neighboring leaves. This structure was chosen to permit
rapid access to a sequence of values at neighboring points in the grid.
This capability is especially important in searches for "eigenrays"
connecting two given points in the ocean (Ref. 2).

The software described in this report was designed to test the
algorithm, and does not constitute a complete, useful program package.
On the input side, it requires ray tracing software (which need not be
fast) to compute the data to be stored in the tables. We use subrou-
tines borrowed from the Navy's NISSM II program (Ref. 3) in our demon-
stration software. This choice is not essential to the technique;
others probably would work also. On the output side, the software is
not really useful unless it is embedded in a simulation program designed
to make effective use of its speed. Such a program has not yet been
written.

At this writing, software exists to create and fill the tables and
to use the tables to plot rays and find eigenrays. We have found that
good accuracy, in most cases, can be achieved using tables of reasonable
size (less than 100 kilobytes). Speed measurements would not be meaning-
ful at this point because the code is full of diagnostic tests and has
not been optimized, but we expect that our table lookup technique will
be at least an order of magnitude faster than straightforward integra-
tion. The actual speed will depend strongly on the accuracy required
and on the characteristics of the hardware and software used for the
simulation.

2 APL-UW 8109
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I
The future of research on this technique is somewhat uncertain.

Major software modifications are required to improve the accurac, of the

interpolation fcr nearly horizontal rays and to make the creation of tht
tables automatic (it is now interactive). We have suspended work on the

ray tracing software, although we plan to return to ray tracing in late

summer or fall of 1981 when work begins on Version 4.1 of the APL Rever-

beration Generator (REVGEN) simulation program, which will include

nonisovelocity propagation. We will decide then whether to modify the
* existing software or to apply what we have learned to new software.

In the next section we outline the physical principles and assump-

tions on which the high-speed ray tracing algorithm is based. Section 3

describes the properties of the tabulated functions, which will make the

reader aware of the problems inherent in the tabulation and interpola-

tion of the functions. The structure of the tables and the relationship

between the structure and the properties of the tabulated functions are

given in Section 4. Section 5 contains a brief summary of the software

we have written to create and use the tables; detailed documentation for

the software is given in a separate informal report (unpublished). In
the final two sections we summarize the present status of the project

and the work that remains to be done.

8
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2. PHYSICAL BACKGROUND AND ASSUMPTIONS

2.1 Ray Acoustics

Sound propagation can be described mathematically by solutions of

the wave equation. Several methods are available to solve the wave

equation directly (see Ref. 1), but these methods are impractical at

high frequencies because of the large amount of computation required.

Instead, high frequency sound propagation is usually approximated using

a ray acoustics model, in which the sound energy is assumed to propagate

along well-defined paths called "rays" (Ref. 2). A ray is roughly

analogous to the path of a classical particle moving in a potential; it

may be bent by a "force" proportional to the gradient of the sound speed

or it may be reflected from a discontinuity in the sound speed (e.g., at

the surface), but it will not interfere with neighboring rays.

Diffractive effects are ignored in the ray approximation. There-

fore, phenomena that occur on a scale comparable to the wavelength of

the sound, or smaller, are not reproduced accurately. Ray theory will

fail if the sound speed or the sound intensity changes appreciably over

a distance of one wavelength. In the vicinity of a caustic (Ref. 2,

Section 6.3), ray theory predicts extremely sharp maxima in sound trans-

mission due to focusing effects in the medium, whereas in the wave

theory and in observations these maxima are much lower and wider. Ray

theory also does not reproduce leakage of sound energy into shadow zones

or out of ducts.

Nevertheless, simple ray theory is adequate for practical simula-

tions in most situations, and it forms the starting point for various

refinements in which the wave phenomena are introduced in an approximate

way (e.g., Ref. 4). At least a theory with ray bending is more accurate

than straight-line propagation.

2.2 Range Independence

Our second major set of assumptions is referred to collectively as

"range independence." We assume that the sound speed depends only on

depth, and not on horizontal position or time. We also assume that the

depth of the water is the same everywhere, and that sound reflects from

the surface and the bottom in the specular direction only (i.e., 
the

angle of reflection equals the angle of incidence). These assumptions

are important because they reduce the dimensionality of the problem.

Any two rays launched from the same depth with the same angle from 
the

horizontal have identical properties, except for simple translations 
and

rotations. Hence, we can use two-dimensional tables to store the ray

properties.

4 APL-UW 8109
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I
2.3 A Sample Ray Diagram

I The behavior of acoustic rays in a range-independent medium is
illustrated in Fig. 1. The left side of the figure shows the sound
speed profile (SSP) on which the ray diagram is based. This is a wholly
artificial (and quite unrealistic) SSP, designed to show the qualitative
features expected in a real SSP. Because it has two subsurface ducts
(sound speed minima), it is somewhat more complicated than the SSP's now
used in most shallow water sonar simulations, but much simpler than
SSP's found in studies of ocean microstructure. This same SSP is used
in all of the examples in this report.

I c150

SOUND SPEED PROFILE

0 0

I 50 50E

ai. C.

100 100 w

150L\ 150
1460 1470 1480

SOUND SPEED (m/s)

0

RANGE (m)

3 Figure 1. Sample ray diagram, shown on the right, for an artificial
sound speed profile, shown on the left. Rays are launched

at 1' intervals between -100 and +100 from the horizontal.
Tick marks are at 0.2-second intervals. The three images
represent rays which bounce once from the surface (top),
those which bounce once from the bottom (bottom), and3 everything else (center).

I
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The right side shows a fan of sound rays computed using this SSP.
The rays represent paths along which sound energy flows to or from a
sonar transducer at a depth of 25 meters. The rays are perpendicular to
the wave fronts. Rays are shown at 10 intervals. The propagation time
along each ray is shown by short vertical bars at 0.2-second intervals.

To avoid a confusing tangle of rays, the figure is divided into
three sections representing three "images" of the ocean, in which un-
reflected (direct) rays are shown in the middle image and rays that are
reflected once from the surface and bottom are shown upside down in the
upper and lower images respectively. To reassemble the ray diagram in
your mind, imagine folding the paper along the image boundaries and
looking through the paper.

As the figure shows, the sound rays are bent toward the depths
where the sound speed is slowest. A target located in a region where
the rays are close together will seem relatively "loud" to the sonar;
conversely, a target in a region where the rays are far apart or absent
will seem relatively quiet, and thus difficult for the sonar to detect.
In some regions there are several rays (called "multipaths") from the
sonar to a given target location; for an active sonar, a target located
in such a region would produce several echoes which would return to the
sonar at slightly different times and from different elevations.

2.4 Decomposition of a Ray

Computation of acoustic rays in a range-independent medium is
greatly simplified by three observations: there is a constant of the
motion, and the rays are periodic and reversible. The constant of the
motion is the vertex velocity CV, defined by (Ref. 2)

CM (2-1)
V cos O(Z) (

where Z is the depth, C(Z) is the sound speed, and O(Z) is the elevation
(i.e., the angle of the ray from the horizontal). The vertex velocity
is a constant along any given ray as a consequence of Snell's Law
(Ref. 2, p. 116).

Note that CV must be greater than or equal to C(Z) since the cosine
of any angle is less than or equal to one. In fact, when 0 = 0, the ray
reaches a vertex (an extremum in the depth of the ray), and CV = C(Z),
which is the origin of the term vertex veJocity. Note also that there
are two distinct ray segments described by the same value of CV, one
launched upward and one launched downward, since cos (a) is a symmetric
function of 0,

6 APL-UW 8109
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The second simplifying observation is that the rays are periodic:
eventually a ray will return to the starting depth at the starting angle
and repeat itself. Therefore, if we know everything about one cycle of
a ray, we can compute everything about the ray simply by adding more
cycles (or partial cycles) end to end.

The third simplifying observation is that the rays are reversible:
The downward-traveling parts of a ray are just mirror images of the
upward-traveling parts, reflected through a plane perpendicular to the
ray at a vertex. Therefore, we can go one step further: If we know
everything about one half-cycle of a ray, say from a depth minimum to
the next depth maximum, we can compute everything about the ray by
alternately adding half-cycles and their mirror images end to end.

The decomposition of a ray is illustrated in Fig. 2, which shows
schematically a ray that starts from a sonar depth ZS at an elevation eS
upward. (By convention, a positive elevation corresponds to increasing
depth, so 6S < 0 and OT > 0 in the example.) The ray reaches an upper
vertex at point B, then propagates downward to a lower vertex at E, and
reaches a target at point F, depth ZT. The entire ray is characterized
by a single value of the vertex velocity CV, which is determined by the
initial elevation OS and the sound speed C(Zs) at the sonar depth [see
Equation (2-1)].

R(Cv, ZT)

N / eT
I /

I-s D

I 'A
R(CV , ZS )

I RH (Cv)

RANGE R-

Figure 2. Decomposition of a ray into segments. The symbols are
explained in the text.

APL-UW 8109 7
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Let us focus for the moment on the solid portion of the curve, from
B to E. The shape of this segment can be characterized by a single
function R(CV,J), which is defined as the horizontal range from the
minimum-depth point B to the point where the ray first reaches a depth
Z. As a consequence of our simplifying observations (which axe valid
only for "range-independent" media), the function R(C,:,Z) is sufficient
to characterize the shape of the entire ray. Segment AB is just a
mirror image oi segment BD, reflected about a vertical line through
point B; hence RAB = R(Cv,Zs). Segment EF is a mirror image of segment
CE, ieflected about a vertical line through point E; hence REF = RBE
- R(CV,ZT). Segment BE is half of an oscillation, and the corresonding
horizontal range is the "half-wave range" RH(CV) defined by

=HC_)- R[C v, zm (Cv)]  (2-2)

where Zmax(Cv) is the maximum depth reached by the ray. Ther6fore, the
total range A is given by

RAF = RAB + RBE + REF -
2RP.i(Cv) + R(Cv,Zs) - RI.Cv,ZT) (2-3)

The result (2-3) can be generalized in a number of ways. If the ray
reflects off the surface or bottom or both, instead of turning around at
a vertex, Eq. (2-3) still holds provided R(Cv,Z) ii defined as the range
from the minimum depth (upper vertex or surface intervention) and
RH(CV) is defined as the range from miniaum to maximum depth (lower
vertex or bottom intersection). The ray may oscillate any number of
times, so an even number of RH(CV) contributions may be added. Finally,
the elevations 6S and OT can be either positive or negative; this affects
the signs of the second and third terms in (2-3). The general form of
(2-3) is given by

RST = 2NBRCv) - SsR(Cv,Zs) - STR(Cv,ZT) , (2-4)

where RST is the horizontal range from sonar to target, ZS and ZT are
the sonar and target depths, NB (a nonnegative integer) is the number of
lower vertices or bottom intersections, RH(CV) is the half-wave range
(2-2), and R(CV,Z) is the range function defined before. The factors SS
and ST may have the values +1 or -1; their signs are the signs of the
elevations 6S and 

0
T at the sonar and target respectively (positive -

down),

8 APL-UW 8109
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I
2.5 Propagation Loss and Time Delay

3 Once we find a solution to Eq. (2-4), we need two more pieces of
information: the propagation loss and the time delay. In general, the
propagation loss has several components, including reflection losses at
the surface and bottom and the attenuation in the medium. For the
present, we are concerned only with the "spreading loss," i.e., changes
in signal strength due to the distribution of the energy flux over an
ever-larger area as the sound gets farther away from its source. For
straight-line propagation, the spreading loss Plos (expressed as a
reduction in pressure amplitude) is simply D-,-where D is the distance
along the ray path. If the rays bend, a more general expression holds
(Ref. 3, Eq. 5):

ptan 0 tan 0 R ,RT'" (2-5)jP1055  = c' S T ST XC.I4

where 3%/XC is obtained by differentiating the right side of (2-4)

with respect to CV.

3 The time delay is given by a formula analogous to Eq. (2-4):

TST = 2NB TH(CV) - SS T(Cv,Zs) - ST T(Cv,ZT) , (2-6)

Iwhere TST is the time delay from sonar to target, T(Cv,Z) is the time
required for the ray to travel from its minimum-depth point (upper
vertex or surface intersection) to depth Z, and the half-wave time
TH(Cv) is the time required for the ray to travel from its minimum depth
to its maximum depth:

TH(CV) T[Cv,Z (CV)] (27)

2.6 The Range and Time Functions

The quantities appearing in Eqs. (2-4) through (2-7) are givei by
the following integrals (Ref. 3):

R(Cv,Z) f c(z) dZ (2-8)

I Zmin(V) C2 - C2 (Z)

I I I(C = R[C- m(C)] (2-9)

I
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Z C. dZ"

T (CV, Z) =f 2 2 d (2-10)
Zi() C(Z-) - C2(Z-)

TH(CV) = T[CZ*a(CV)] , (2-11)

where Z.in(CV) is the depth of the upper vertex or surface intersection,
and Znax(CV) is the depth of the lower vertex or bottom intersection.
We compute these integrals using NISSM II methods (Ref. 3), although
other methods could be used without major changes in the high-speed ray
tracing algorithms or software.

2.7 Eigenrays

Sound can travel from a given source to a given receiver (or scat-
terer) by many different paths. There are always paths that bounce one
or more times from the surface or bottom, and if the sound speed is
nonuniform, there may be several wholly-refracted paths too. Each path
is characterized by a different combination of travel time, transmit and
receive directions, propagation loss, and numbers of upper and lower
vertices or reflections. These paths are called "eigenrays" (Ref. 2).
Each eigenray corresponds to a solution of Eq. (2-4). To find the
eigenrays between two given points, we must find those values of CV , NB,
SS, and ST for which (2-4) is satisfied, for given values of ZS, ZT,
and RST. A typical simulation may involve tens or hundreds of thousands
of scatterers, and as many as ten significant eigenrays per scatterer.
Therefore, one of our primary objectives is to find eigenrays efficiently.

Algorithms for finding eigenrays generally involve an iterative
search. One such algorithm goes roughly as follows: Starting at some
minimum value of CV, we solve Eq. (2-4) for NB for four cases, corre-
sponding to the four combinations of the signs SS and ST. The resulting
values of NB, which we denote N++, N+-, N-+, and N_, usually are not
nonnegative integers. We truncate them to the next lower integer,
increment CV by some amount, and repeat the process, comparing the four
NB values with the previous values at each step. Eventually we find that
one of the truncated values, say N++, changes by one unit (or more) from
one step to the next., At that point we know that a solution to (2-4),
with an integer value of NB and Ss = ST = +1, exists for a CV value
somewhere between the last two test values. The solution can be found
by inverse interpolation or by an iterative technique such as regula
falsi (Ref. 5). The search then continues until all significant eigen-
rays are found.

10 AIL-tJW 8109
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I
The speed of this algorithm is strongly dependent on two factors:

(a) minimizing the time required to evaluate the range functions R(CV,Z)
and RH(CV) at each step in the search, and (b) choosing a reasonable
sequence of CV intervals for the search. Specifically, we will need two
sequences of values of R(CV,Z) at the sonar and target depths, plus a
sequence of values of RH(CV), for CV values chosen to be as far apart as
possible subject to some requirements for accuracy of the final interpo-

lation. We also want to avoid skipping over pairs of solutions to
Eq. (2-4) and thus missing them. The high-speed ray tracing software is
designed both to choose reasonable CV values and to evaluate the func-
tions efficiently for those values of CV .I
3. PROPERTIES OF THE TABULATED FUNCTIONS

IAs we mentioned in the Introduction, the basic strategy of the
high-speed ray tracing software is to do the time-consuming parts of the
calculation in advance, store the results in a big table, and look them
up and interpolate to trace rays. The discussion in the previous section
identified the functions we need to store. They are:

3 (1) R(Cv,Z) [Eq. (2-8)]

AR (Cv, 417

3 (2) D(Cv,Z) - cv -

1 (3) T(Cv,Z) [Eq. (2-10)]

(4) RH(Cv) [Eq. (2-9)]

(5) DH(Cv) - dCV

1 (6) TH(CV) [Eq. (2-11)]

In this section, we examine the properties of these functions. In
particular, we focus on the "range" functions R(Cv,Z) and RH(Cv); the
properties of the "range derivatives" D(Cv,Z) and Di(Cv) can be obtained
from R and Ri by differentiation, and the properties of the "time" func-
tions T(Cv,Z) and TH(CV) are very similar to the properties of the range
functions.

I
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Figure 3 shows a two-dimensional plot of the surface defined by the

range function R(CV,Z). The dark curve labeled "SSP" near the left edge
of the figire is the sound speed profile C(Z) from which the function
was calculated. This is the same example SSP used for the ray plots in
Fig. 1. The part of the figure to the left of this curve has no physical
significance because CV < C(Z) there [see Eq. (2-1)]. The prominent
ridge extending downward from the local SSP maximum actually extends to
infinite range; it was truncated arbitrarily for the plot. Our goal is
to find a sufficiently accurate tabular representation of this surface,
in a form suitable for rapid access. As the figure shows, this is not
an easy task, because the function contains many difficult features
(infinities, infinite slopes, and discontinuities in slope) where a fine
grid will be necessary for accurate interpolation, and also large feature-
less areas where a fine grid would be wasteful. The key to this problem
is that we know exactly where the difficult features lie, and we know
their approximate form, so it is relatively easy to design a suitable
tabulation grid for each new SSP.

Figure 4 shows in more detail the range R(Cv,Z) as a function of
depth Z, for four selected values of the vertex velocity CV . The same
curves are darkened for reference in Fig. 3. Similarly, the solid
curves in Fig. 5 show R(CV,Z) as a function of CV , for three selected
values of Z. These curves, too, are darkened and labeled in Fig. 3.
The dashed curves in Fig. 5 will be discussed later.

The relation between the range function plotted in Fig. 4 and the
rays shown in Fig. 1 is very simple: If Fig. 4 is rotated 900 clock-
wise, then each curve is a segment of a ray like those in Fig. 1. Each

ray segment starts at the minimum depth for that ray (i.e., at an upper
vertex or surface intersection) and extends to the maximum depth for
that ray (i.e., the next lower vertex or bottom intersection) exactly
like segment BE of Fig. 2. The union of all such ray segments forms the
surface shown in Fig. 3. Similar surfaces for D(Cv,Z) and T(Cv,Z) are
defined in the same domain.

Several features of Figs. 3-5 are especially noteworthy.

(a) The asterisks in Figs. 4 and 5 mark places where the rays
reach a vertex (become horizontal), and hence the range curves
have infinite slope. (The range itself is finite.) The slope
of the range curves is infinite whenever CV = C(Z), because
a = 0 there [see Eq. (2-1)]. Because of this property, very
fine grids (or special techniques) are necessary for accurate
interpolation in regions of the Cv-Z plane near the SSP. Note
that nothing fundamentally difficult is happening there. The

problem is that we need range as a function of depth, and not
vice versa. At an innocuous point where a plot of depth vs.

range has zero slope, the corresponding plot of range vs.
depth has infinite slope.
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IFigure ,3. Horizontal range R(CvZ) from minimum depth. The dark
lines labeled at upper left and upper right indicate the
positions of the curves in Figs. 4 and 5. The dark curve

I labeled SSP is the sound speed profile; parts of the plot
to the left of the SSP have no physical significance.
The dashed curve labeled SSD is the surface slope dis-
continuity, which marks the tranzition between rays rhat

I reach an upper vertex and rays that reflect from the

surface.

(b) The local maximum in the sound speed (at Z = 70 m, C(Z)
I : 1472 m/s) divides the ocean into two sound channels. Any

ray with a sufficiently small initial elevation (such that
CV < 1472 m/s) will stay in the channel in which it started.

I Therefore, Fig. 4 shows two curves for Cj, = 1465 m/s: one for
rays that start in the upper channel, ana one for rays that
start in the lower channel.
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Figure 4. Range R(CvZ) as a function of depth Z for four values of
vertex velocity CV.

(c) The ray at Cv = 1472 m/s (the "limiting ray") is a special
case, in that CV falls on a maximum in the SSP. That ray
approaches a vertex asymptotically, but never quite reaches
it; hence, the range function approaches infinity as it nears
the SSP maximum. The portion of this ray lying deeper than
the SSP maximum cannot be represented in this scheme at all;
because the ray never reaches an upper vertex (but only ap-
proaches one), the range from the vertex is infinite. This
infinity is visible in Fig. 3 as the prominent ridge (trun-
cated arbitrarily) extending downward from the SSP maximum,
in Fig. 4 at the right end of the ray at CV = 1472 m/s, and
in Fig. 5 in the curve at Z = 110 m.
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Figure 5. The solid curves are the range R(CV, Z) for three values
of depth Z. The dashed curves show the half-wave range
RH(CV). For CV < 1472 m/s, RH is double-valued; curve 1
is used in the upper sound channel, and curve 2 in the
lower.

(d) The range function has a discontinuity in slope in the upper
sound channel at CV = C(O) = 1465 m/s, where the SSP meets the
surface. This "surface slope discontinuity" (SSD) is marked
by a dashed line labeled SSD in Fig. 3. The SSD can be seen
in the 25-meter curve in Fig. 5. The slope of this curve
approaches a positive, finite value as CV approaches the SSD

from the left, and jumps to a negative infinite value on the
right side of the SSD. The SSD marks the transition between
rays that reach an upper vertex and rays that reflect from the
surface.

I
I
I
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(e) The nasty behavior of the range surface near the features
mentioned above is in marked contrast to the smooth behavior
at slightly higher CV values. The ray at Cv = 1500 M/s in
Fig. 4 is very close to a straight line, even though the
difference Cv-C(Z) varies by a factor of two for that ray [see
Eq. (2-8)]. Thus the range surface is difficult to interpolate
over a narrow portion of the CV-Z plane near the SSP, but it
is essentially featureless elsewhere.

The dashed curves in Fig. 5 show the half-wave range RH(Cv) [Eq.
(2-9)]. For values of CV less than 1472 m/s (the local sound speed
maximum), RH(CV) is double valued; curve 1 is used in the upper sound
channel, and curve 2 in the lower. For larger values of CV (larger
elevations), curve 3 is used at all depths. The value of RFi(Cv) is the
maximum value attained by the range R(Cv,Z) for depths Z within the
corresponding channel.

The following features of the RH curves are noteworthy:

(a) Curves 1 and 2 start on the left at finite values, with finite
slopes. This is in contrast to the range curves, which start
with infinite slopes.

(b) Curves 1 and 3 have slope discontinuities, with infinite
slopes on the right, at CV values corresponding to the inter-
sections of the SSP with the surface and bottom. Note that
the "bottom slope discontinuity" is not seen in the R(Cv,Z)
curves.

(c) All three RH curves are infinite at the CV value corresponding
to the maximum in the SSP. In contrast, the range curves are
infinite there only for depths below (deeper than) the SSP
maximum.
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4. DATA STRUCTURE

We have shown in the previous section that the functions we want to
tabulate are well-behaved over most of their range, but that they can
get very wild indeed for values of CV comparable to the sound speed.
Obviously, we cannot simply tabulate them on a uniform grid; that would
result in either an enormous waste of memory or inaccurate interpolation.
Instead, the tessellation* scheme (i.e., the choice of grid points for

the tabulation) must be tailored to the known properties of the tabula-
ted functions in each of the various regions of the Cv-Z plane. In this
section we describe the data structure that forms the basis for such an
adaptive tessellation method.

4.1 A Sample Tessellation

The easiest way to understand the data structure is to start with
an example of the end product. Figure 6 shows a tessellation of the
same example SSP that we used in the previous figures. The curve shown
is the SSP. The tabulated functions are defined in that part of the
outermost rectangle that lies to the right of the SSP [see Eq. (2.1)].
Each of the innermost rectangles shown is called a "leaf" for reasons
discussed later. Each leaf is subdivided into smaller rectangles called
"regions." The numbers shown in each leaf are the number of subdivi-
sions in the CV and Z directions, respectively. For example, the
largest leaf, marked "10 x 15," contains 150 identical regions arranged
in 10 columns and 15 rows. The functions R, D, and T are tabulated at

the corners of the regions; hence, the largest leaf contains 16 x 11
= 176 points on which the functions are tabulated. Function values

within any region are found by bilinear interpolation (Ref. 6, Eq.
25.2.66) based on the four function values at the corners of the re-

gion. A comparison of Figs. 6 and 3 shows that the tabulated grid is 
dense where the range function is changing rapidly and sparse where the N
range function is smooth. These are the properties required to combine
accurate interpolation with reasonable memory size.

The leaves shown in Fig, 6 are related to one another in two dif-
ferent ways. First, each leaf has a set of nearest neighbors (which may
be empty) on each of its four sides. Second, each leaf is a subdivision

of a larger rectangle, which in turn may be a subdivision of a still
larger rectangle, and so on up to the largest rectangle defining the
boundaries of the plane. Both types of relationships between leaves are
useful, and both are reflected in the data structure.

*To tessellate is "to lay out, inlay, or pave in a mosaic pattern of small

square blocks." Mathematicians have generalized it to include covering

surfaces wiLh cumpiitLed shapes.
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Figure 6. A sample tessellation. Each rectangular box is the area

of the Cv-Z plane represented by a single leaf in the
tree-structured table. The numbers in the boxes are the
numbers of subdivisions (regions) in the CV and Z direc-
tions, respectively. The curve is the SSP.
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I
4.2 Tree Structure

3 The table used for interpolation is organized in a tree structure
(Ref. 7, Section 2.3) in which each node of the tree represents one of
the rectangles in Fig. 6. We will introduce the structure of the table
by outlining the method used to create it. This method is illustrated
in Fig. 7, using the tessellation of Fig. 6 as an example. The outer-
most rectangle--the entire portion of the Cv-Z plane on which the func-
tions are to be tabulated--is represented by one node of the tree, which
we call the "root" (level 0 in the figure). This node is described in
the computer's memory by a collection of data specifying the rectangle's
boundaries and other information.

(Root)

I / SSP

Z B

LEVEL 2 M ) ML /

(Automatic)

I ~~LEVEL 3 /(//

(Interactive)/ / Z

Figure 7. Creation of the tree-structured tables. Areas of the Cv-Z
plane are represented by nodes at various levels. These
nodes are indicated by the labeled rectangles. B indi-
cates a branch node, and L indicates a leaf. (L) indi-
cates a leaf lying entirely to the left of the SSP, where
the tabulated functions are undefined. Empty rectangles
indicate areas covered by leaves at higher levels.

I
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The root is divided into several smaller rectangles (level 1) with
boundaries at the CV values corresponding to local extrema in the sound
speed and to the intersections of the SSP with the surface and bottom.
Each of these rectangles is represented by another node of the tree.
Links (pointers) to the level 1 nodes are placed in the root node, and a
link back to the root is placed in each level 1 node. (Because the links
go both ways, the tree is "doubly linked"). The level 1 nodes are
"offspring" of the root, and the root is the "parent" of the level 1
nodes. Nodes which have offspring are "branch nodes," and are marked
with "B" in the figure. Nodes without offspring are "leaves," and are
marked with "L" in the figure.

The process of subdivision continues on the next level. Boundaries
of the level 2 nodes are placed at those depths (Z values) where the SSP
touches a boundary of a level 1 node. New nodes are created as before,
with links to and from the corresponding level 1 parent. By subdividing
the first two levels in this fashion, we guarantee that all difficult
features of the R(Cv,Z) surface will lie on boundaries of a region, not
in its interior.

Nodes through level 2 are created automatically. Eventually the
whole tree should be built automatically, but in the present version
of the software the rest of the decisions must be made by the user and
entered via a terminal. The user may choose to extend the tree by
subdividing any of the level 2 nodes; this was done four times in the
example. This subdivision may be repeated on as many levels as neces-
sary. The user also controls the subdivision of each leaf into an N-
by-M array of identical rectangular regions. The functions R(CvZ),
D(Cv,Z), and T(Cv,Z) are tabulated at the corners of the regions; there-
fore, each leaf contains 3 x (N+l) x (M+l) tabulated function values.
The user's decisions regarding the subdivision of nodes into new nodes,
or of leaves into regions, are guided by the results of tests done by
the software to estimate the accuracy of the four-point bilinear inter-
polation used to find the function values in each region.

4.3 Nearest-Neighbor Links

Each leaf also contains four additional sets of links which point
to the neighboring leaves on each of the four sides. These nearest-
neighbor links permit the software to find a series of function values
along any line in the CV-Z plane without traversing the tree back toward
the root and out the next branch at each leaf border. The resulting
increase in processing speed is especially important in searches for
eigenrays, for which a series of values along a line at constant depth
is required (see Section 2.7). The use of these links is described more
fully in Section 5.3.

20 APL-UW 8109
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I
4.4 Other Data

In addition to the function values, node and region boundaries in
CV and Z, and the pointers just described, the tree contains various
flags and codes giving properties of each node and each region. For
example, there is one flag for each region that indicates whether or not
the upper boundary of the region is at the surface of the water. The
details of this auxiliary information, and the arrangement of the data3 structure in memory, are given in the program documentation.

1 5. SOFTWARE SUMMARY

5.1 Interpolating the SSP (FITVEL)

I Figure 8 shows the flow of information through the high-speed ray
tracing software system. The initial input is a card-image file prepared
by the user which contains a series of depth values and the corresponding
values of the sound speed. This file is used as input to program FITVEL,
which computes the parameters of a smooth function that goes through all
of the given sound-speed data. FITVEL is from NISSM II (Ref. 3). The
form of the interpolating function is chosen to make the integrals in
Eqs. (2-8) and (2-10) relatively easy to compute. The parameters of the
interpolating function are written onto a disk file, the SSP Parameter3 File.

5.2 Creating the Tables (TESSEL)

3 Program TESSEL creates and fills the tree-structured tables described
in Section 4. TESSEL has two inputs: the SSP Parameter File and a set
of comiands which may come directly from the user's terminal or from a
file prepared by the user. The commands direct TESSEL to perform the
following operations:

- Initialize the data structure and perform level 1 and level 2
subdivision. The result is a tree with a few large, one-
region leaves whose boundaries are determined by the extrema
in the SSP. This automatically places the most difficult
regions at the edges or corners of the leaves.

- Divide a leaf into a specified number of regions. Function
values are computed at the corners of the regions using
NISSM II methods (Ref. 3).

- Change a leaf to a branch node. Each of the leaf's regions
becomes a new leaf.

IA. 0
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Figure 8. Data flow for the high-speed ray tracing system.

Change a branch node to a leaf. Lower-level leaves are
deleted.

Test the accuracy of the interpolation in a given leaf. Many
test points are scattered at randomly-chosen locations in each
region of the leaf, and R(CV,Z) is computed at each test point
using two methods: by interpolation using the tabulated
function values, and by direct integration. The difference
between the two results is divided by the maximum permissible
error, which was arbitrarily chosen to give a maximum angle
error of 0.10 and a maximum range error of 1.0 meter. The
square root of the mean or squares of these normalized errors
is a number which should be less than 1.0 if the region passes
the test. If the number is much less than 1.0, the region is
too small and is wasting memory.
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- Store the tree on the disk, in the Tree File.

Read a previous Tree File, so that it can be examined or
modified. A store-read sequence also renmbers the nodes and
eliminates garbage left from previous changes.

- Print various information about the tree.

5.3 Using the Tables (TABLE, RAYPLO, EIGRAY)

At this writing, there are two programs that use the tree-structured
tables: RAYPLO, which plots rays as in Fig 1, and EIGRAY, which computes
eigenrays and prints the results. RAYPLO uses a series of interpolated
function values along a line in the (Cv,Z) plane at constant vertex
velocity to plot a ray. EIGRAY uses a series of interpolated function
values along lines at constant depth to search for values of the vertex
velocity for which the eigenray equation (2-4) is satisfied. EIGRAY's
algorithm is outlined in Section 2.7.

Both RAYPLO and EIGRAY use a common set of interface subroutines to
read the Tree File and to do the table lookup and interpolation. The
primary interface subroutine, TABLE, operates in three modes: "Point"
mode, "line" mode, and "line-continuation" mode. In the point mode,
TABLE simply returns values of the functions R(Cv,Z), D(Cv,Z) and
T(CV,Z) for a single opecified point in the (CV,Z) plane. In the line
mode, the calling routine specifies both a starting point and a direc-
tion, and TABLE returns arrays of interpolated function values at a
series of sample points along the specified line in the (CV,Z) plane.
The line-continuation mode is just like ine mode but the line continues
where the previous line left off.

TABLE's line and line-continuation modes are designed to optimize
eigenray searches and similar applications. TABLE chooses as sample
points the intersections of the specified line with the region bound-
aries. This choice guarantees that the sample points are reasonable--
i.e., close enough together to allow accurate interpolation but not so
close that they are wasteful--because these are the very criteria that
are used to choose the region sizes when the tree is created. Moreover,
this reasonableness is achieved quickly, because TABLE uses the nearest-
neighbor links (Section 4.3) to go directly from one leaf to the next;
without the nearest-neighbor links, TABLE would have to traverse the
tree back up one branch, often through several levels, and out the next
branch wherever the line crosses a leaf boundary. Thus, as we mentioned
in Section 2.7, both criteria for efficient eigenray computation are
satisfied: Reasonable sample points are chosen and processing time per
point is kept low.
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6. STATUS

All of the computer programs mentioned in the previous section,

plus test and utility routines, are written and working, and the program

documentation is written. We have run tests using several sound speed

profiles, including the artificial SSP that we have been using as our

example in this report. Using this SSP, and the tessellation shown in

Fig. 6, we achieved the results discussed below.

6.1 Table Size

The tree-structured table for our example requires 66 kilobytes of

memory when the functions R, D, and T and the CV and Z breakpoints are

all stored in double precision (8 bytes). Of this, 74% of the memory is

for the functions R, D, and T themselves. If single precision were

used, this would be reduced to 40 kilobytes, of which 61% would be for

the function values. The functions are tabulated at about 2000 points

in this example. Most of the measured sound speed profiles used in

sonar simulations are simpler than this one, so the corresponding tables

probably would be smaller.

6.2 Accuracy

Our sample tessellation passes the standard test described in
Section 5.2 (angle error less than 0.10, range error less than 1.0 m)
for every leaf except one; for that one, the test parameter is 1.09,
where 1.0 or less is a passing grade. (The exception is the small
16 x 16 leaf shown just below the SSP maximum in Fig. 6.) To verify the
adequacy of this standard test, we computed eigenrays for a variety of
depths and for ranges up to 3000 meters, and compared the results with
eigenrays computed using NISSM II techniques directly. Any differences
are attributable to interpolation errors. For almost all eigenrays, the
angle errors were less than 0.20, the errors in propagation time were
less than 0.2 ms, and the errors in the spreading loss were less than
0.1 dB. The few eigenrays that were less accurate had vertex velocity

values near the SSP maximum. The problems there are well understood and

fixable; they are caused by the fact that the half-wave range RH(CV)

[Eq. (2-9)] is not tabulated separately, but is taken from the table for

R(Cv,Z) using (2-9). Separate tabulation of RH(Cv), DH(CV), and TII(CV)

would require little more memory, and would improve both speed and

accuracy.
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7. DIRECTION OF FUTUIE WORK

3 The high-speed ray tracing software, in its present form, is a
research tool designed to test the concept. We have shown that it
works, but we have not shown that its speed lives up to our expecta-
tions. The work that remains to be done falls into four major cate-
gories, which overlap quite a lot: evaluating the performance of the
system in comparison with other options, trying new ideas to improve the
performance, making the program easier to use, and installing the soft-
ware in an application program such as REVGEN. The specific tasks are:

(a) Tabulate the half-wave functions RH(Cv), DH(Cv), and TH(CV)
separately. This would improve both accuracy and speed.

(b) Improve the algorithm for interpolating the tabulated func-
tions in the difficult regions near the sound speed profile.
In the present version, bilinear interpolati3n is used every-
where. If one or more corners of a region fall to the left of
the SSP, the function values for those points are extrapolated
as the tree is created in such a way that the usual bilinear
interpolation will yield the correct answers at some point on
the SSP. Several options for improving this scheme are beingI considered.

One option is based on a class of mathematical transformations
that we call "regularizing transformations." Instead of
tabulating the functions R, D, and T^directly, we~tabulate
three different functions--R(CvZ), D(CV,Z), and T(Cv,Z)--
which are related to the original functions by transformations
of the form

m(Cv,Z) = Z, R(Cv,Z)] (7-1)

and so on, where F is a simple, invertible function chosen
such that the transformed function R(Cv,Z) is relatively
smooth, and therefore can be interpolated accurately on a
coarse grid. After interpolation, the inverse transformation
F-1 is used to recover the original function R. Similar
transformations would be used for D and T.

We have investigated several sets of regularizing transfor-
mations. All of them have serious problems: Either they fail
to eliminate some of the difficult features, or they are so

complicated that much of the speed advantage of the table3 lookup technique is lost.
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A second option is to use a higher-order interpolation tech-
nique everywhere. For example, we could make use of the
partial derivatives aR/aCV [i.e., D(Cv,Z)1 and 3R/aZ [from
(2-8)] and do bicubic interpolation, as in Ref. 8. Special
methods, or extrapolation, still would be necessary for re-
gions bordering the sound speed profile.

A third option is to continue to use bilinear interpolation
wherever it is accurate enough, and switch to a more accurate
technique in those few regions where it is needed. One bit in
the table for each region would indicate whether or not linear
interpolation was adequate for that region. If not, then all
or part of the integrals in Eqs. (2-8) and (2-10), and the
corresponding one for D, would be done explicitly, using
NISSM II techniques (Ref. 3) or some other method. The fact
that direct integration is slow is unimportant because it
would be used for only a small fraction of the calculations.
This option has the advantage that the compromise between
memory and speed can be made explicit. If the available
memory is too small to allow bilinear interpolation to be used
everywhere, the calculation will be slightly slower, but
accuracy need not suffer. At this writing, this appears to be
the most promising option.

(c) Improve the interactive input arid output in TESSEL. The
present version has too many commands and inconvenient formats.

(d) Design and install an automatic tessellation algorithm. The
present interactive method uses a large amount of human time
to create the tree. This is acceptable in a developmental
version, but in an operational version the software should do
most or all of this task.

(e) Optimize the code for speed. We must measure the time re-
quired for one or more test cases, find out which parts of the
code use most of the time, make changes designed to speed up
those parts, and repeat the tests.

(f) Install the code in REVGEN (Refs. 9 and 10) and perhaps in
other simulation programs. The most difficult part of this
task is the development of an efficient buffering algorithm to
make sure that all of the echoes from each point scatterer are
delivered to the signal processing subroutines when they are
needed, i.e., in the order in which the echoes are received.
Considerable progress has been made on this task, but a dis-
cussion of the techniques is outside the scope of this report.
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3
In conclusion, we have shown that high-speed ray tracing using

tree-structured tables will work, and that the table size is reasonable
for a medium-size minicomputer. Most of the major system-design problems
have been solved. The task of transforming the software from a proof-
of-concept vehicle to a useful simulation tool will require several more3 months.
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results are stored in tables. During the simulation, these
results are retrieved from the tables and interpolated. The
stored data consist of three functions of two variables, tabu-
lated on a nonuniform two-dimensional grid. A doubly linked tree
structure with extra links to neighboring leaves is used to
permit rapid access to neighboring points in the grid.

Software exists to create and fill the tables and to use the
tables to plot rays and find eigenrays. Good accuracy, in most
cases, can be achieved using tables of less than 100 kilobytes.
Modifications are planned that will reduce the table size, im-
prove reliability, and make the software easier to use. Our goal
is to include ray tracing in simulators such as REVGEN and the
NOSC Hybrid Simulator that are now limited to direct straight-
line propagation.
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